Linear Algebra I
20/03 /2014, Thursday, 14:00-16:00

You are NOT allowed to use any type of calculators.

1 (84T7+7=22 pts) Inner product spaces

Consider the vector space R2*2. Let
(A, B) = tr(ATB)
where tr denotes the sum of the diagonal elements.

a. Show that (A, B) is an inner product.

b. Find the distance between the matrices E (Q)} and [515 2]

c. Find the angle between the matrices E ﬂ and E ﬂ

REQUIRED KNOWLEDGE: definition of inner product spaces.

SOLUTION:
la: We need to show that

i. (A, A) >0 for all A € R?*2 and (A, A) = 0 if and only if A =0,
ii. (A,B) = (B, A) for all A, B € R?>*2,
ili. (@A + BB,C)=a(A,C)+ B(B,C) for all A, B, C € R**? and «, 8 € R.

b

: a
To show (i), let A = L d

} . Then, we have
AT A |@ €| |a bl [a®>+c* ab+ed
T b d]|c d| T |ab+cd VE+d?|C

This means that
(A, A =a>+ 2+ +d> >0

for all A € R?*2, Moreover, we have
A2+ 4+ +d>=0 ifandonlyif a=b=c=d=0.

In other words,
(A,A) =0 ifand onlyif A=0.

A— |:a11 am] B— [bn 512] .

b21 b22

To show (ii), let

Note that

ATR = ain a1l |bi1 bi2 _ a11b11 + a21021  a11b12 + az1bae
a2 aGgz| |ba1  bao a12b11 + a22b21  a12b12 + az2boo



and

BTA: bin ba1| |a11  ai2 _ biia1n + baiazr  biiaia + barags
bia baa| |a21 a2 bi2a11 + bazazi  bizaiz + basasa |’

Then, we have
tr(AT B) = tr(BT A) = a11b11 + as1bay + a12b1a + azobos.

This means that
<A7 B> = <B7 A>

for all A, B € R?*2,
To show (iii), note that

(aA+ BB,C) =tr((aA+ BB)TC) = tr(aA"C) + tr(BBTC)

since tr(M + N) = tr(M) + tr(NV). Now, it follows from the fact that tr(pM) = ptr(M) that we
have

(@A + BB, C) = tr(aATC) + tr(BBTC) = atr(ATC) + Btr(BTC) = a(A,C) + B(B, C).

for all A, B, C € R?*2 and a, 8 € R.
1b: The distance of two matrices A and B is defined by

IA—B|=(A-B,A-B)z.
Hence, we have
T
2B oy 2 a2 7Y 2
1 1 2 a 0 -2 a 0 -2 0 -2
-2 0] -2 -1 4 2
(1 [0 ) el )
Therefore, the distance between these matrices is 3.

1c: The angle two matrices A and B is defined by

(4,B)
1Al BI

cosf =

Note that

R e (R ) R (R R R ()RS
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which means that 0 = %.




2  (15+7=22 pts) Diagonalization

3 0 -2
a. Find an orthogonal matrix that diagonalizes the matrix | 0 3 0
-2 0 3
-1 1
b. Without finding its eigenvalues, determine whether or not the matrix 1 —i —1f is
-1 1 7

unitarily diagonalizable.

REQUIRED KNOWLEDGE: diagonalization, normal matrices.

SOLUTION:

2a: We begin with finding the eigenvalues. Note that

3-A 0 -2
3—-\ =2

det 0 3-2)\ 0| | =(3—X\)det =B-N(B-X1?*-14

’ -2 0 3-2)\ ’ q —2 S_AD ( )

—(B3-NB-A-2)(3-A+2).

Therefore, the eigenvalues are Ay = 1, Ao = 3, and A3 = 5. Now, we proceed with finding
eigenvectors.
For A\; =1, we have

2 0 =2 1
0 2 0l z1=0 - 1= |0
-2 0 2 1
For Ay = 3, we have
0 0 —2] [0
0 0 0l zo=0 - xo = |1
-2 0 0] 10
For A3 = 5, we have
-2 0 —2] [ 1
0 -2 0l z3=0 — xr3 = 0
-2 0 —2] -1

Since the matrix we deal with is symmetric and eigenvectors corresponding to distinct eigenvalues
of a symmetric matrix are orthogonal each other, the vectors x1, x2, and x3 are mutually orthogo-
nal. Then, we only need to normalise those vectors in order to obtain an orthogonal diagonalizer.
Thus, we get

30 2[5 0 % [0 #Ioo
0 3 0] 0 1 oOl=1{ 0 1 010 3 O
1 1 1 1
—20 315 0 -5 v 0 —xml 1005

v —1 1 v —1 1 —1 1 -1 1 —1 1 3 -1 —-1-2¢
1 - -1 1 - -1 =|-1 1 1 1 - -1 = -1 3 -1
-1 1 1 -1 1 1 1 -1 —¢| [—-1 1 1 142 -1 3



and that

1 —1 1 1 —1 1" v —1 1 —1 1 -1 3 -1 —-1—-2%
1 - -1 1 — -1 = 1 — -1 |-1 B} 1] = -1 3 -1
-1 1 1| [—1 1 1 -1 1 1 1 -1 — 1420 -1 3

Therefore, the matrix we deal with is normal and thus unitarily diagonalizable.




3 (15+7=22 pts)

Singular value decomposition

a. Compute the singular value decomposition of the matrix M =

b. Find the closest (with respect to Frobenius norm) matrix of rank 2 to

N OO
S W o o
O O = O

0
0
0
0
M.

REQUIRED KNOWLEDGE:singular value decomposition, lower rank approximation.

SOLUTION:

3a: Note that

MTM =

N OO
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o O o o

O O =~ O
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Then, we can conclude that the eigenvalues are given by A\ = 16, Ao = 9, A3 = 5, and A\, = 0.
Hence, the singular values are 09y = 4, 09 = 3, 03 = \/5, and o4 = 0. Since MTM is already
diagonal, we only need to change the oder of diagonal elements in order to diagonalize it with
respect to the order of the eigenvalues we have. Note that

MTM =

= O OO
o O = O
oo O
O~ OO

16

0
0
0

o O © o

O oo O
OO OO
o= O O
o o = O
= O O O
o O o

is diagonalization of M7 M by an orthogonal matrix. As such, we can take

Now, we have
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Finally, we need to determine an orthonormal basis for the null space of M7. Note that

This leads to

0=MTz =

oo o

- o O O

O O w o

T T, + 224

T2 | 31‘3

T3 o 0

Tq 4332
-2

0

0
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Consequently, we have the following singular value decomposition:

N OO
O Ww o o

o o oo

S O = O

0
1
0
0

3b: The closest rank 2 approximation can be found as:

O O = O

oo o
Sk o oS

%‘H o o&‘”

OO O =

o O wo

o O o o

OO OO

4 0 0 0]Jo o 0 1
03 0 0[]0 1 00
00 +v5 0|1 000
00 0 0[]0 0 1 0
00 0 1 00 0 0
01 00 |00 0 4
1 00 0/ |03 00
0010 00 00




4 (6+6+64+6=24 pts) Eigenvalues

a. Let A be a nonsingular matrix. Show that if A is an eigenvalue of A then % is an eigenvalue
of A=

b. Show that the determinant of an orthogonal matrix is either —1 or 1.

c. Show that eigenvalue of an orthogonal matrix must have modulus 1. [Hint: Modulus of a
complex number z is defined by ||z| = (22)'/2]

d. Let M be a normal matrix. Show that if all eigenvalues are equal to 1 then M = I.

REQUIRED KNOWLEDGE: eigenvalues, orthogonal matrices, normal matrices.

SOLUTION:

4a: Let (A, z) be an eigenpair of A, that is
Ax = dz.
Since A is nonsingular, we get

A Az = A"z
z ="'z

1
—r=A"1z

A

which proves the claim.
4b: If U is orthogonal, then UTU = I. Then, we have
1 =det(UTU) = det(UT) det(U) = det(U)?
as determinant is invariant under transposition. Hence, we get det(U) = F1.
4c: Let U be an orthogonal matrix and (A, z) be an eigenpair of U. Then, we have
Uz = dz.

This means that ~
U = o

and hence -
2HUR Uz = P 2.

Since U is orthogonal, we have U¥ = UT and hence UFU = I. Therefore, we get
e =Mtz
which proves the claim.
4d: Since M is normal, it can be unitarily diagonalizable, that is
M =U"DU

where U is a unitary matrix and D is diagonal carrying the eigenvalues of M on the diagonal. If
all eigenvalues of M are equal to 1, then D = I and hence M = UHU = I.




